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Abstract

Video object segmentation is a fundamental problem in computer vision used in a variety of application
across many fields. Over the past few years video object segmentation has witnessed rapid progress cat-
alyzed by increasingly large datasets. These datasets consisting of pixel-accurate masks with object asso-
ciation between frames are especially labor-intensive and costly, prohibiting truly large-scale datasets. We
propose a video object segmentation model capable of being trained exclusively with bounding boxes, a
cheaper type of annotation. To achieve this, our method employs loss functions tailored for box-annotations
that leverages self-supervision through color similarity and spatio-temporal coherence.

We validate our approach against traditional fully-supervised methods and various other settings on YouTube-
VOS and DAVIS, achieving over 90% relative performance on J&F in comparison to fully-supervised
models in the box-initialization setting, while scoring around 85% in the mask-initialization setting. We
also investigate practical aspects of our model, achieving a relative performance of 87% on longer term
videos with 1000s of frames. We also perform ablations both quantitatively and qualitatively and show vi-
sually how the loss function improves fine-detail along with failure cases. Moreover, our method is practical
with over 22 frames per second on the YouTubeVOS validation set.



“Implementation errors are regularizers.”
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Chapter 1

Introduction

Video object segmentation is a fundamental task in computer vision, enabling machines to perceive and
understand the dynamic world. As for humans, accurate and robust video object segmentation plays a pivotal
role in a wide range of fields serving as a basis for applications such as dexterous grasping, autonomous
agents, manufacturing, augmented reality and video editing.

Traditional video object segmentation methods have primarily relied on supervised learning approaches [51,
52, 7, 8, 21, 50, 49, 28], where large-scale annotated datasets are required for training. Although such
methods have demonstrated impressive results on existing benchmarks [30, 31, 46, 48], there is still a lot
of improvement that can be done in more complex scenes [10] and generalization to new environments
and unseen objects. Furthermore, this insatiable hunger for annotated data poses a bottleneck as manual
annotation efforts get harder and harder to keep up due to cost and time constraints [23, 46]. To alleviate
this problem, methods using cheaper forms of annotations have great potential. This is especially relevant
in the field of video object segmenting since the construction of pixel-accurate segmentation annotations for
video sequences is especially expensive.

In this weakly supervised setting, the use of bounding boxes has gained prominence as a mean to provide
partial supervision [34, 15]. Unlike pixel-level accurate masks, bounding boxes are more cost-effective
to annotate but offer a weaker form of supervision, indicating the rough region of interest for the objects
in each frame. The primary challenge in weakly supervised video object segmentation lies in devising
an effective mechanisms to leverage the inherent temporal coherence and object motion cues present in
videos along with spatial priors available in individual frames. Many such mechanisms have been explored
[34, 15, 14, 19, 38, 18], employing different kinds of methods such as contrastive learning, temporal color
coherency, cyclic-patch consistency, correspondence learning and combinations of them.

1.1 Focus of this Work

We explore the potential of video object segmentation with less of the supervision burden. Specifically, we
focus on combining a state-of-the-art video segmentation model with a box-supervised loss aided by self-
supervision. We believe this approach is beneficial for few reasons. Firstly, the box-annotation setting is
a good trade-off between fully-supervised and unsupervised methods as previous unsupervised models are
often too slow to be of practical use. They also use substantially different architectures making it hard to
separate the impact of the supervision and the model itself, also causing difficulties when comparing them to
other unsupervised models. In our case we have a powerful baseline with the same architecture that allows
us to isolate the impact of the weakly and and self-supervised losses. Additionally, we can also be confident
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CHAPTER 1. INTRODUCTION

in that the model is not causing bottlenecks. Moreover the methods is adaptable since the modularity allows
any loss based model to implement it. Furthermore, it is flexible since it can also be combined with other
losses. Its scalability is also important since the complexity is independent of model architecture, and the
training times are just slightly impacted from this loss versus common losses such as dice and cross entropy.

The setting in which training involves only bounding boxes and test utilizes a complete first frame mask, is
logical as it grants more control. In situations where a bounding box alone lacks specificity, and decisions
regarding object selection within the box are uncertain, this approach becomes valuable. Moreover, instances
might arise where the tracked object is a composition of multiple entities or just half of an object, further
complicating the bounding box representation.

1.2 Contributions

This work introduces a video object segmentation model that can be trained in a mask-free setting, relying
solely on bounding boxes. Using this model, we then explore the how methods with different supervi-
sion settings impact performance. More specifically, we assess the performance gap between our method
and box-initialized, annotation-free, and fully-supervised methods. Our contributions are summarized as
follows:

• integrate a mask-free spatio-temporal loss in to a video object segmentation setting,

• devise a regularization technique to prevent degenerate solutions, and

• investigate the performance gap between different unsupervised, weakly-supervised and fully-supervised
video object segmentation methods.

1.3 Thesis Organization

The remainder of this paper is structured as follows: Section 2 provides a review of related works in the
field of video object segmentation, detailing both fully-supervised methods as well as existing weakly and
unsupervised approaches. Section 3 details the method, explaining the consistency based loss function,
regularization, and how it is integrated in to the model. The experimental setup and the results are presented
in Section 4, followed by a discussion in Section 5 where we also draw conclusions and outline future
research directions.
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Chapter 2

Background and Related Work

Semi-supervised video object segmentation, or video object segmentation as we call it in this thesis, involves
the task of propagating a masked object highlighted in the first frame, throughout the entirety of the video.
It is class-agnostic, meaning that any object given in the first frame should be propagatable. Despite being
referred to as semi-supervised, it does not adhere to standard machine learning naming convention since it
is typically trained in a fully supervised manner. Instead, the term pertains to what information is given at
test time, where semi-supervised usually means that a segmentation mask is given in the first frame, weakly-
supervised means that a bounding box is given, and unsupervised means that nothing is provided. To avoid
confusion, this thesis uses these terms in the standard sense referring to how much supervision is given
during training. Furthermore, because of this ambiguity, authors refer to video object segmentation using
various terms such as dense tracking, one-shot or semi-automatic video object segmentation.

Theoretically, there is a performance hierarchy directly related to the level of supervision provided. For
instance, a model trained on masks should perform at least as well as one trained on bounding boxes, since
masks can be converted into bounding boxes. Additionally, bounding box supervision should be capable
of producing a model of equal or greater quality than an unsupervised model. This is due to the stronger
supervision signal and the greater amount of contained information. However, this concept does not consider
the influence of available data quantity. For instance, if we access larger datasets with less supervision, there
exists a crossing point where the less supervised model outperform others. In essence, it is the total amount
of information that holds significance, not the marginal information per annotation. Comparing information
across different settings is also challenging. For example, quantifying whether a scribble annotation contains
more information than a human language expression is not straightforward.

2.1 Video object segmentation

Segmentation in images and videos. Segmentation, the process of partitioning scenes into meaningful
segments, is one of the most general and fundamental tasks in computer vision. Given its broad definition it
is often divided into sub-problems based on how scene and meaningful are defined. For example 2D image
and videos are two of many scene configurations. Image segmentation can be seen as a special case of
video segmentation, where the former have historically attracted more attention as since it was an important
sub-goal and computationally tractable. Then there are the possible partitioning schemes, semantic segmen-
tation [24] partitions semantically different classes and does not distinguish between multiple instances of
the same class. Instance segmentation [12, 23] is similar to semantic segmentation but also discerns between
different instances of the same class. It is often the case that only some objects are important to distinguish,
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CHAPTER 2. BACKGROUND AND RELATED WORK

(a) Unsupervised (b) Bounding-box initialized (c) Mask initialized

(d) Language based (e) Scribble initialized

Figure 2.1: Different video object segmentation settings showing varying levels of supervision given in the
first frame during test time. Naturally each setting comes with models of varying accuracy, robustness and
speed.

while others are not, e.g. backgrounds. These two categories are referred to as things and stuff respectively.
Panoptic segmentation [16] applies instance segmentation to the things category and semantic segmentation
to the stuff category. These ideas are trivially extended to video setting by segmenting each frame in the
video. Additionally, videos open up more settings such as propagating a highlighted object, often defined in
the first frame of the video, see Figure 2.1 for common settings.

Early methods in video object segmentation. One of the initial approaches in video object segmentation
involved background subtraction, already in the 1990s this approach was employed to segment and model
humans using stationary cameras at 10 frames per second [44]. Although useful in some situations, this
method comes with significant limitations since it operates under the assumption that the background is
known and that the viewpoint remains either stationary or follows a predetermined motion.

The naı̈ve way to extend image segmentation to video object segmentation by segmenting each frame inde-
pendently is not trivial since the object to segment is not pre-defined. Instead the network finds out what
to segment during test time. Many early methods solved this by relying on online learning [36, 4, 29, 13]
where network is tuned during test time, this inherently makes it slow, processing frames at well below one
frame per second. For example [4] trains a base network on ImageNet [9], then a parent network on a video
object segmentation dataset, then finally during training the test network is fine-tuned on the first frame that
is given as initialization. The rest of the frames are then segmented independently

Another problem with early methods is they usually use only one reference frame, either the first frame,
making it hard for the network to handle large changes in object since only one example has been given.
The other case where the previous frame is always looked at is also problematic due to occlusions and
representation drift. For example [4] always relies on the first frame

Memory and matching based methods. As alluded to before, memory methods [28, 11, 7, 51, 52, 8, 21,
49, 50, 33] are important since all previous frames matter when predicting the next segmentation. Given
that video object segmentation is object-agnostic it is especially important to use the information containing
different viewpoints, perspectives and deformation in all previous frames. The attention mechanism [2, 35]
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solves the problem of which previous information is important. Since videos are sequences in time and
potentially in space as well, the attention mechanism naturally extends into video object segmentation.
STM [28] formulates attention as for each pixel in a query frame which we want to segment, which previous
pixels in both space and time should we attend to to predict the label. This formulation have been especially
prolific whereas many state-of-the-art methods has since followed and built upon it [7, 51, 52, 8].

SSTVOS [11] takes further inspiration from the Transformer architecture [35] and uses multi-headed self-
attention. To keep down the computational burden from attending over all spatio-temporal dimensions they
use features and sparsity O(H2W 2T 2). There is a trade-off when you search in the memory, for example
global searching of STM [28] is more robust to occlusions and fast changes, while KMN [33] use a more
local search based on that the queries should just search spatially close to where that are in previous frames.

XMem [7] focuses on handling longer videos, a property essential for many practical applications. This
means that the memory size has to be virtually independent with respect to the number of frames for both
matching and space. They solve this by using three separate memory stores: sensory, working, and long-
term. Where the sensory memory has high spatial detail and is updated every new frame, the working
memory is updated every few frames and stores longer temporal until it hits a pre-defined max size where
memories are consolidated and put in to the long-term memory. The effectiveness of the memory potentiat-
ing algorithm uses features with high recall frequency, allowing memory to store relevant information over
long time periods while still being compact, resulting in state-of-the-art performance with real-time speed.

Box-initialized methods. Some works [40, 42, 45, 3, 37, 22] consider the setting where a bounding box
is given during test time rather than an exact mask. SiamMask [40] focuses on efficiency, achieving real-
time segmentation with over 30 frames per second. It achieves this by using only the first frame during
prediction where the object is cropped from the reference frame and a lightweight feature matching model
can match the query frame. By exclusively relying on the first frame it sacrifices accuracy since objects may
go under big appears shifts and deformations as time goes on. On the other spectrum is BoLTVOS [37]
which achieves better performance but at the cost of being very slow, taking more than a second for a single
frame. They explore the idea of first tracking at a box level and then converting the box to a mask. A
conditional R-CNN [32] is first used to track the object conditioned on the first frame bounding box, then in
another stage a Box2Seg network [26] is used to turn the box into a complete mask.

LWL [3] extends their standard video object segmentation model to the box-initialized setting by adding an
initial box to mask step. The step encodes the bounding box and applies their already trained decoder to
generate the pseudo-mask, which is then used as initialization. The bounding box encoder, being a single
linear layer followed by two residual blocks, is then easily trained by freezing the rest of the network.
BTRA [22] trains a student box initialized model along with a teacher mask initialized model to distill
improved representations from the teacher. Furthermore, multiple intermediate memory frames are used
along with the first and previous frame during segmentation. The memory frames are aggregated such that
the method is still relatively efficient with around 8 frames per second. Still, our method is almost three
times as fast.

2.2 Weakly-Supervised Video Object Segmentation

With the abundance of video data available online it is vital to enable models to learn without pixel level
segmentation masks. Methods focusing on using cheaper forms of annotations such as bounding boxes
[34, 15] are therefore an important study, but have yet to attract attention in the domain of video object
segmentation.

In the image segmentation domain multiple weakly-supervised methods have been proposed [34, 1, 17].
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Some of which show weak performance or suffer from being slow, preventing them from being extended
in to the video domain. An efficient and performant image segmentation model is BoxInst [34], achieving
great results on COCO instance segmentation [23] when trained in a weakly supervised setting with bound-
ing boxes. The authors introduce a pair of loss functions: projection loss and pairwise loss. The projection
loss ensures that the predicted mask is aligned with the ground-truth bounding box by comparing the pro-
jections of the predicted mask and ground-truth bounding box. In contrast, the pairwise loss promotes label
consistency at a finer granularity. This is achieved by incentivizing neighboring pixels with similar color to
be assigned the same label.

MaskFreeVIS [15] is a weakly-supervised color based method in the video instance segmentation setting,
relying exclusively on bounding boxes for annotation. MaskFreeVIS extends the BoxInst approach in the
temporal dimension by a K-nearest neighbor matching between patches in consecutive frames to derive a
self-supervised loss. Notably, this matching scheme allows one patch to match zero to potentially multiple
frames, giving rise to dense supervision. The matching is purely color-based and relies on a parameter free
matching scheme. For efficiency, the matching process is confined to a radius surrounding the patch in the
preceding frame, leveraging spatio-temporal locality.

2.3 Unsupervised Video Object Segmentation

Methods that use no annotation at all are also becoming increasingly performant with different forms of
self-supervision showing promise [38, 18, 14, 19].

CRW [14] tackles unsupervised VOS by posing the problem as a contrastive graph walk problem where
nodes are patches of an image and edges connect patches from neighboring frames. The problem is then to
learn a path from an initial patch at timestep t, walk k frames, and then back to a patch in frame t which
should be the same query patch, forming a cyclic consistency constraint. A problem with this approach is
that disappearing objects disconnects the path breaking the cycles.

LIIR [19] further gains supervision by considering cross-video video affinities, contributing more negative
examples, making instance discrimination easier. They combine this with intra-video reconstruction, cre-
ating an objective that promotes intra-video correspondences while penalizing unreliable associations both
within and between different videos.

Colorization [38] is a method that learns to colorize a gray scale query image using temporal color coherency
between the query frame and a single reference frame. They then re-use their color propagation model to
propagate object labels, turning it in to a tracker and segmenter, outperforming alternative methods using
optical flow.

MAST [18] performs dense-tracking by finding correspondences in pixel-space between frames, using the
inter-frame correspondences, the mask can then be propagated from the given reference frame. To find
correspondences they perform ablation studies with different color-spaces and find that the Lab color space
is most effective. Additionally, they put effort in to maximizing the self-supervision achieved by matching
with all previous frames at the cost of computational efficiency in relation to methods considering only a
fixed number of frames. Still MAST runs at over 5 frames per second due to their two stage attention that
first searches over coarse candidate regions and only applies the more costly fine-grain matching within the
selected candidate regions.

6



Chapter 3

Method

To define our problem setting more formally we take inspiration of the notation in [41] and define X and Y
where X = V ×H is the set of video inputs along with its annotation that informs the correct object. And Y
is the set of video segmentations. The goal of video object segmentation is to find a function f∗ that maps
x ∈ X to the segmentation of the video f∗(x) ∈ Y . Here x = (v, h) where v = {It}t is the video and h the
given aid.

Specifically, for deep learning based methods the goal is to learn a differentiable model fθ parameterized by
weights θ ∈ Θ that approximates f∗ given a dataset {(xn, z(xn))}Nn=1. By empirical risk minimization the
goal is to find

θ∗ ∈ argmin
θ∈Θ

1

N

N∑
n=1

L (fθ(xn), z(xn)) (3.1)

where L : Y × Y 7→ R+ is a loss function. In practise, due to the high dimensionality of the parameter
space, dimΘ ≈ 6 · 107, we find an approximation to θ∗ by using gradient based methods.

In the fully supervised case z(x) = f∗(x) and H is the first frame mask, i.e every frame in the video x
have a perfect mask label. In the box-supervised case we seek to approximate f∗ while only using bounding
boxes as supervision. Hence, H is the set of bounding boxes, and z(x) = b∗(x) where b∗ is a mapping from
video to the to the smallest axis aligned bounding box covering the mask given by f∗(x). Note that H can
be different under test and training time, for example we can train with box-initialization but evaluate with
mask-initialization. The rest of this thesis explores how to construct a weakly-supervised loss function L
such that fθ∗ approximates f∗ which is not obvious since the network is never shown outputs of f∗(x) only
b∗(x).

3.1 XMem

We chose to adopt XMem [7] as the fully-supervised video object segmentation model, serving as a strong
base with great model architecture. Furthermore, the efficient and high performing memory architecture of
XMem complements our loss function that operates on individual frames and frame pairs, improving the
occlusion handling. In this

To address the challenge of determining which previous frames and positions are relevant when producing
a new mask prediction, XMem takes inspiration from the Atkinson-Shiffrin memory model. A model of
human memory where multiple memory sources with different spatial and temporal fidelity work together.
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Fig. 3. Process of memory reading and mask decoding of a single query frame. We
extract query q from the image and perform attention-based memory reading from the
working/long-term memory to obtain features F . Together with the sensory memory, it
is fed into the decoder to generate a mask. For every r-th frame, we store new features
into the working memory and perform a deep update to the sensory memory.

XMem consists of three end-to-end trainable convolutional networks as shown
in Figure 3: a query encoder that extracts query-specific image features, a decoder
that takes the output of the memory reading step to generate an object mask,
and a value encoder that combines the image with the object mask to extract new
memory features. See Section 3.6 for details of these networks. In the following,
we will first describe the memory reading operation before discussing each feature
memory store in detail.

3.2 Memory Reading

Figure 3 illustrates the process of memory reading and mask generation for a
single frame. The mask is computed via the decoder which uses as input the

short-term sensory memory ht−1 ∈ RCh×H×W and a feature F ∈ RCv×H×W

representing information stored in both the long-term and the working memory.
The feature F representing information stored in both the long-term and the

working memory is computed via the readout operation

F = vW(k,q). (1)

Here, k ∈ RCk×N and v ∈ RCv×N are Ck- and Cv-dimensional keys and values
for a total of N memory elements which are stored in both the long-term and
working memory. Moreover, W(k,q) is an affinity matrix of size N × HW ,
representing a readout operation that is controlled by the key k and a query

q ∈ RCk×HW obtained from the query frame through the query encoder. The
readout operation maps every query element to a distribution over all N memory
elements and correspondingly aggregates their values v.

The affinity matrix W(k,q) is obtained by applying a softmax on the mem-
ory dimension (rows) of a similarity matrix S(k,q) which contains the pairwise
similarity between every key element and every query element. For computing

Figure 3.1: Figure sourced from XMem [7], illustrating the segmentation pipeline for a single H0 × W0

RGB frame. Specifically, the query encoder extracts strided features q from the input frame. The query is
then used to match previously extracted memory keys by constructing an affinity matrix W (k, q). Using
the affinities, the memory values are then read resulting in features F . Along with the sensory memory ht−1

and frame features, the decoder then produces the predicted mask. Finally, the frame and mask are passed
to the value encoder to extract new memory features, used in future timesteps.

This capability of searching both space and time allows the model to effectively handle prolonged occlusions
and rapid spatial changes, while preventing representational drift. They implement this by a form of cross-
attention based memory where a query frame is encoded to query q ∈ RCk×HW and performs matching
over memory keys k ∈ RCk×N where N = THW + L resulting in an affinity matrix W ∈ RN×HW . The
N dimension contains memory information from the previous T frames along with L long-term memory
prototypes. Using the memory values v ∈ RCv×N along with the affinity matrix The actual memory features
are then read using F = vW . Intuitively, we can interpret the memory key as weights learned to encode
visual semantics allowing a query to match previous semantic information contained in the memory key with
robustness to visual changes such as perspective changes, deformations, etc. Whereas the memory value is
learned to provide cues about the tracked objects such that the decoder can produce masks. Unlike the
approach of utilizing the scaled dot product attention commonly used in NLP, XMem introduces a scoring
mechanism S(k, q) based on negative squared anisotropic L2. Calculating W by taking the row-wise
softmax of the similarity matrix S.

Since the affinity matrix with dimensions HWT + L × HW grows linearly with respect to the video
length T , its feasibility diminishes when applied to videos comprising thousands of frames. Furthermore,
a linear decrease in efficiency is also not desired from a performance point of view. Consequently, to
mitigate these issues, the capacity of the long-term and working memory is capped at a maximum size of
HWTmax + Lmax. Upon reaching this threshold, the memory is consolidated to compactly store only
essential features.

3.1.1 Loss

XMem, along with other fully supervised state of the art models [52], utilize a combination of dice loss
and cross entropy. More specifically, XMem uses the bootstrapped cross entropy where only the top p
percentage of pixels with highest loss are back-propagated, making the network focus on pixels that are
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hard to segment. In this section we ignore the batch dimension, essentially assuming a batch size of one. In
practise the final loss is calculated by averaging over the batch dimension.

To formally describe the loss functions used by XMem, we assume for a timestep t that m̂(t) ∈ [−∞,∞]Nc×H×W

is the unnormalized logits predicted by the network, where Nc is the number of classes, i.e the number of
objects Nc and the background class. To simplify the notation we flatten the image dimensions such that
m̂(i) ∈ [−∞,∞]Nc×HW . Now for a single timestep t ∈ [T ] we can assume that the likelihood of a pixel
i ∈ [HW ] having the correct class mi is given by

pθ(m̂
(t)
i ) =

exp m̂
(t)
mii∑

c∈[Nc]
exp m̂

(t)
ci

. (3.2)

To construct a loss from Equation 3.2 we apply the logarithm and negate, obtaining

l
(t)
i = − log pθ

(
m̂

(t)
i

)
. (3.3)

Now let St be a set containing the indices of the pixels with the top p largest losses from m(t) and to calculate
the full loss we average over all pixels and time steps

LBCE(m̂,m) =
1

T ⌊pHW ⌋
∑
t∈[T ]

∑
i∈St

l
(t)
i . (3.4)

Note that if we set p = 1 we recover the standard negative log-likelihood, or equivalently, the cross entropy
loss which got its name from the information theory perspective. As before, we assume we have a single
batch, the dice loss is also calculated independently over frames and averaged. For dice loss we also calculate
each object independently. So for object c ∈ [No]

d(t)c = 1−
ϵ+ 2

∑
i m̂

(t)
ci m

(t)
ci

ϵ+
∑

i m̂
(t)
ci +

∑
im

(t)
ci

(3.5)

then we average over but we skip the

Ldice(m̂,m) =
1

TNo

∑
t∈[T ]

∑
c∈[No]

d(t)c . (3.6)

Finally, the full loss is given by
Loracle = LBCE + Ldice. (3.7)

3.2 Spatial Consistency

In this section we describe the weakly and self-supervised losses used to replace the fully-supervised loss in
Equation 3.7 that require exact masks.

3.2.1 Global consistency

The projection loss was introduced by Tian et al. [34] for image segmentation and later extended to videos
by applying it independently to each frame [15]. It works on the premise that the predicted mask should
be consistent with the bounding box ground-truth as illustrated in Figure 3.2. The projection loss provides
a varied supervision signal depending on the shape of the objects to track. If the object is a rectangle it
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Figure 3.2: Illustration of the projections used to compute the projection loss. Given an image with predicted
mask m̂ ∈ [0, 1]H×W shown in blue, and the ground-truth bounding box m ∈ {0, 1}H×W shown in red, the
masks are projected in to one-dimensional vectors in the vertical and horizontal dimension. The loss is then
calculated using the projected vectors along with the dice loss.

is lossless, while if the object is a diagonal line, a significant share of the information is lost. We can
quantify this by calculating the relative area that the exact masks fills up in comparison to the bounding
box. In Figure A.2 we do this for objects in a popular dataset and show its histogram. There are cases
where this assumption is theoretically violated as shown in Figure 3.4 but this is not of concern since the
case is exceedingly rare considering the rotation augmentation step during pre-processing. Furthermore, the
projection loss is just one component of the loss.

To formally describe the projection loss we consider a binary problem for each object of the No objects. Let
m̂ ∈ [0, 1]H×W be the mask prediction for an individual object in a single frame and m ∈ {0, 1}H×W its
ground-truth bounding box. For alignment along the width dimension or the x-axis, we apply the projection,
Projx : [0, 1]

H×W 7→ [0, 1]W , obtaining
p̂x = Projxm̂ = max

y
(m̂),

px = Projxm = max
y

(m).
(3.8)

Similarly for the y-axis projection, Projy : [0, 1]
H×W 7→ [0, 1]H we havep̂y = Projym̂ = max

x
(m̂),

py = Projym = max
x

(m).
(3.9)

Given the two projection, a loss l can be calculated by applying dice loss on the one dimensional projections
in both dimensions,

l = Ldice(p̂x, px) + Ldice(p̂y, py) (3.10)

where Ldice denotes the smoothed dice loss with p = 2,

Ldice(m̂,m) = 1−
ϵ+ 2

∑
i m̂

p
im

p
i

ϵ+
∑

i m̂
p
i +

∑
im

p
i

. (3.11)
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Figure 3.3: Example of two potential ways to calculate the loss for B = 2, No = 1 and T = 3. On the left
each H ×W image is calculated independently and then aggregated over the B ×No × T dimensions. On
the right the collection of images are treated as one single image of size BH × NoTW , with mask m̂ ∈
[0, 1]BH×NoTW concatenated of m̂bnt for bnt ∈ [B] × [No] × [T ] Note that both methods are permutation
invariant with respect to dimensions B ×No × T .

Equation 3.10 treats the case of projection loss for a single object c in a single frame t, which we denote by
l
(t)
c , extending to the full video by taking averaging over both we have

Lproj =
1

TNo

∑
t∈[T ]

∑
c∈[No]

l(t)c . (3.12)

In practise, with batching, multiple objects and multiple frames there are multiple ways of calculating the
projection loss. Since each video is described by a tensor with shape B × No × T × H × W , we could
either see this as a large picture with dimensions BNoTH × W and apply the loss. Or, the loss can be
calculated independently for each H × W image and averaged over the BNoT dimension. In this work
we use the former approach, but note that for newer datasets with more occlusions and imbalance in the
time dimensions that the former approach is interesting. Furthermore, an interesting note is that by merging
objects in the No dimension to a single mask, no object association is needed between frames, reducing the
annotation-burden.

Figure 3.4: Example of an occlusion creating two disconnected masks which stays disconnected after pro-
jection onto the x-axis, since the split is aligned with the y-axis. This causes false positives in the x-axis
projection.

3.2.2 Local consistency

To complement the coarse supervision provided by the projection loss and improve fine-detail Tian et al.
[34] further introduces a loss based on a color-consistency heuristic. It states that proximal pixels with the
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Figure 3.5: Illustrating how the center pixel shown in red, can be used to create supervision from proximal
pixels shown in green and blue. The green pixels satisfy the color similarity threshold with the center pixel,
while the blue pixels do not satisfy the threshold. Shown here is a 3× 3 kernel with dilation 2. In principle
the pattern is arbitrary as long as the spatial locality assumption is valid. Importantly, the pairwise loss is
completely agnostic to the red unmatched pixels.

same color likely have the same label. Formally, let C be the color space and τ an appropriately chosen
threshold, then for proximal pixels p, p′ ∈ C with labels y and y′ respectively, the following statement holds
with high probability

S(p, p′) ≥ τ =⇒ y = y′ (3.13)

where S : C × C 7→ R is a color similarity function. From statement 3.13 we get an implicit dataset
containing only positive labels, the case when two labels are equal. Unfortunately, it is hard to find a
heuristic for when labels should be different. For example, the negation of the statement is not true, since an
object often has multiple colors as evident from the black and white dog in Figure 3.5.

To simplify the color similarity function the lab color space is used as it is aligned with human vision [27].
Being designed in a way such that calculating the euclidean distance between two points in the color-space
approximates is similar to the difference a human would perceive. If the RGB color-space were used,
differences that are imperceptible to the human eye could have a large distance in color-space.

For each pixel p in a frame I we define a set Pp of proximal pixels to pixel p, in Figure 3.5 these are the
green and blue pixels. In our case we let Pp be the pixels in a K × K kernel with center pixel p and
arbitrary dilation. Resulting in up to K2 − 1 supervision pairs as the kernel consist of K2 pixels but we
lose one supervision since the center pixel’s class is always equal to itself. We also define Sp = { p′ ∈
Pp | S(p, p′) ≥ τ } as the set of proximal pixels that satisfy the color threshold, corresponding to the green
pixels in Figure 3.5. We follow [34] and use the exponential similarity function

S(p, p′) = exp

(
−1

γ
||p− p′||2

)
(3.14)

where the temperature parameter γ can be adjusted to make the values more uniform in [0, 1].

For two two pixels p and p′ ∈ Sp we want to promote their respective labels yp and yp′ to be equal. Since
the network outputs smooth labels mp and mp′ , we instead optimize for them to be equal. Interpreting the
output mp of the network at pixel p as the probability of being foreground, the probability of pixel p and p′

being equal is
pθ

(
yp = yp′

)
= mpmp′ + (1−mp)(1−mp′). (3.15)
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The objective is then to train the network to assign high probability of having the same label, i.e. maximizing
Equation 3.15. Since we want to jointly maximize this for all p′ ∈ Sp and for each pixel p in the image, we
can instead minimize the negative log likelihood, and assuming independence we obtain

l = − 1

HW

∑
p

∑
p′∈Sp

log pθ
(
yp = yp′

)
. (3.16)

To obtain the complete loss for all the objects over the full video, we average over the individual losses l(t)c

given by Equation 3.16

Lpair =
1

TNo

∑
t∈[T ]

∑
c∈[No]

l(t)c . (3.17)

To stop the loss from being outweighed by background pixels, we only apply the pairwise loss pixels inside
the bounding box.

3.3 Temporal Consistency

The temporal loss introduced by Ke et al. [15] extends the previous idea of intra-frame color-consistencies
to the temporal domain by considering inter-frame color-consistencies. Leveraging the key premise that
proximal pixels in space, time and color-space, likely have the same label. Since objects between two
frames move and deform, the loss also has to be robust to such changes. Importantly, these changes can be
assumed to be relatively small since for a sufficiently high frame rate, objects tend to move continuously
and coherently. To accommodate this, a greater receptive field is used implemented by matching patches
instead of pixels. We denote an N ×N patch centered around pixel p in frame t by P

(t)
p .

Similarly to the matched pixel set in the projection loss, we define a set Ctt′
p which contains patches in

frame t′ that satisfies the color similarity threshold with patch Pp, containing the matched patches as seen
in step i in Figure 3.6. Representing the matched patches P (t′) ∈ Ctt′

p as vectors we use the same similarity

function defined in Equation 3.14. To derive the loss from the matched patches P (t)
p and P (t′) we apply the

consistency loss between the center pixel p and each pixel p′ in the matched patch P (t′).

l(t,t
′) = −

∑
P (t′)∈Ctt′

p

∑
p′∈P (t′)

log pθ
(
yp = yp′

)
. (3.18)

where pθ
(
yp = yp′

)
is defined in Equation 3.15.

The cyclic-tube matching scheme was found to be best trade-off between performance and computational
efficiency [15]. Which is where each matching is done in consecutive frames and the final frame is then
connected back to the first frame, forming a cyclic consistency constraint. Using this we obtain

l =
1

T

T−1∑
t=0

l(t,t+1 mod T ) (3.19)

for a single object c, introducing the subscript c to Equation 3.19 and averaging over all the objects, we
obtain

Ltemp =
1

No

∑
c∈[No]

lc. (3.20)

In similar fashion as was the case with the bootstrapped cross entropy and pairwise loss, we here use the
bounding box as filters to make the network concentrate on the area around the object and not be over-
whelmed or dominated by the background.
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Figure 3.6: Step i) match a patch in frame t with patches inside a region of interest in frame t′. Patches are
colored green when the color similarity between patches are high enough, otherwise they are colored blue.
Step ii) for each match we add the loss that the center pixel of patch should be consistent with all pixels in
the other patch. In this case we use patch size N = 3 and search size M = 5 with disjoint search. If we did
an exhaustive search we could have matched more, but it is a computational trade-off.

3.3.1 Detach Regularization

If the network is trained with only the temporal loss, the loss can be circumvented by always outputting
all zero, or all one masks, i.e m = 0 or m = 1. Since these are minimizers to the temporal loss as it
maximizes Equation 3.15. When the projection loss is also active, the m = 1 case does not happen since it
will be outside the bounding box and will be penalized by the projection loss, so instead the minima with all
zeros m = 0 is preferred. But this minima also violates the projection loss, and instead another degenerate
solution is reached characterized by having as few activate pixels as possible to satisfy the projection loss,
while otherwise being zero, circumventing the temporal loss and pairwise loss.

Figure 3.7: Examples of the degenerate minima where the predicted masks m̂ have small area such that
the satisfy the projection loss while having a low pairwise and temporal loss. We device a regularization
technique to prevent this.

Similar to before, we let mθ
p and mθ

p′ be the mask output between two pixels p and p′ in frame t and t′ from
the network fθ, where the superscript indicates that it depends on the network parameters θ. The temporal
loss between the singular pixel-pair is then given by

Ltemp(m
θ
p,m

θ
p′) = − log

(
mθ

pm
θ
p′ + (1−mθ

p)(1−mθ
p′)

)
. (3.21)

and in the backward pass ∇θLtemp(m
θ
p,m

θ
p′) is calculated and we update θ accordingly to make the two
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Table 3.1: We measure how accurate the temporal consistency assumption is on the training splits of
YouTubeVOS-2018, DAVIS-2017 and MOSE. We sample images with pre-processing identically to as done
during training. A true positive (TP) is defined as when the color threshold is satisfied and the labels of the
two pixels match, while a false positive (FP) is when the color threshold is satisfied but the labels differ.
Precision is calculated as TP/(TP + FP ). Supervision proportion is defined as the ratio of number of
pixels that satisfies the color threshold, to the total number of pixels in the batch B × T × No ×H ×W .
Both metrics are then averaged over all samples in the dataset.

Threshold τ 0 0.005 0.01 0.05 0.1 0.2 0.3
YouTubeVOS-2018:
Supervision proportion 100% 18.9% 11.2% 8.50% 5.75% 4.10% 1.95%
Precision 0.969 0.994 0.995 0.996 0.997 0.997 0.997
DAVIS-2017:
Supervision proportion 100% 18.1% 16.2% 10.7% 8.00% 5.11% 3.41%
Precision 0.973 0.996 0.996 0.998 0.998 0.999 0.999
MOSE:
Supervision proportion 100% 20.2% 18.0% 11.9% 8.91% 5.74% 3.82%
Precision 0.982 0.996 0.997 0.998 0.998 0.998 0.998

predictions mθ
p and mθ

p′ consistent. A problem with this is that the network is encouraged to predict m = 0
or m = 1, which it does in practise. To solve this we instead update this loss to a two step procedure by first
treating mθ

p as a constant mp with respect to θ and then mθ
p′ as mp′ , we then take the average of the two.

This can be written as

Lreg
temp(m

θ
p,m

θ
p′) =

1

2

(
Ltemp(m

θ
p,mp′) + Ltemp(mp,m

θ
p′)

)
. (3.22)

To get the full regularized temporal loss, Lreg
temp we average Equation 3.22 over all objects, all frames in the

cyclic-connection and all pixel corresponding to the matched patches as before.

To see why Equation 3.22 provides regularization in comparison to Ltemp(m
θ
p,m

θ
p′), we consider the gradi-

ents ∇θLtemp(m
θ
p,mp′) and ∇θLtemp(mp,m

θ
p′) individually. The former gradient will encourage mθ

p to be
closer to mp′ while the latter encourage mθ

p′ to move towards mp. In comparison ∇θLtemp(m
θ
p,m

θ
p′) will

point both masks toward zero or one at the same time. In practise we implement this in PyTorch by using
detach, detaching the variable from the computational graph, such that it is not back-propagated anymore.
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Chapter 4

Experiments

4.1 Datasets

Datasets have played a pivotal role in advancing the field of video object segmentation. Their function is to
supervise models, and provide a standardized platform for evaluation such that methods can be compared.
In this section, we introduce the datasets that was used to train our models.

DAVIS. DAVIS is a smaller scale VOS dataset with meticulously hand-labelled segmentation masks in high
quality[30, 31]. Particularly, the 2016 version is single-object only, containing 30 videos for training and 20
videos for validation. The 2017 version is multi-object, i.e multiple objects can co-exist in a single frame
and contains 60 videos for training and 30 videos for validation. The datasets contains 3 and 5 minutes of
video respectively at 24 fps.

YouTubeVOS. The YouTubeVOS dataset series is based on Youtube videos with multiple objects in com-
plex scences allowing for movement and occlusion, objects also disappear for at least one frame in a video
13% of times. The YouTubeVOS-2018 dataset [46] contains 3471 videos of varying lengths, see Figure 4.1,
in 6 fps for training. The videos contain 65 categories and 5945 unique object instances. The validation
set contains 474 videos with 65 seen categories and 26 unseen categories that is not included in the training
set. In total there are 894 unique object instances. Both the training and validation set contains a com-
bined 330 minutes of video with approximately 200k annotations. Since it such a large scale datasets, some
annotations errors are prevalent, see Figure A.1.

The updated version, YouTubeVOS-2019 [48] augments the 2018 version with more annotations such that
the training set contains 6459 unique object instances. Moreover, it adds more videos and annotations to the
validation set resulting in 1063 unique object instances over 507 videos.

Static Images. For our static image dataset, we use a mix of five image segmentation datasets [47, 39, 53,
43, 6] totaling 37k images.

Long-Term Video Long-Term Video [20] is a small scale dataset containing three videos with lengths
between 1k to 4k frames where each video has 20 uniformly sampled frames annotated. The dataset is
further extended synthetically resulting in videos with between 4k to 11k frames by playing the videos back
and forth [7].
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Figure 4.1: Histogram showing the number of frames per video in the YouTubeVOS training dataset.

4.2 Metrics

In video object segmentation there is no obvious scalar metric since the compared quantities range over both
space and time. Hence, there has to be trade-offs and other design choices that may cause the metrics to
not align with our intuition. Since DAVIS [30] introduced the J&F metric in 2016 newer video object
segmentation datasets have followed them. The metric is defined as the mean of J , the Jaccard index,
and F , the contour accuracy and produce scores in the interval [0, 1] where higher is better. The Jaccard
index, also known as the intersection-over-union (IoU) is a classical set similarity metric and works well
with imbalances which is important since the number of background pixels often dominate the number of
foreground pixels in segmentation. For predicted mask M and ground-truth mask G It is calculated as
follows:

J =
M ∩G

M ∪G
. (4.1)

Although positively correlated with J , the contour accuracy F was deemed sufficiently uncorrelated and
hence both metrics are used. It is based on the contours of the mask M and ground-truth G, and is calculated
using morphological operators, calculating the precision and recall of the contours between them. The
boundary accuracy is then the harmonic mean of the boundary precision and recall.

The final J&F metric is averaged over objects and over all validation videos. At first, a temporal consis-
tency measure T was also considered, but was later discarded in [31] as it is largely affected by occlusions.

The inclusion of unseen categories in the YouTubeVOS validation sets allows it to report metrics on seen
and unseen categories, giving insights on how the model generalizes to unfamiliar objects not included in the
training portion. Following [7] G is defined as the average J&F over both the unseen and seen categories.
For YouTubeVOS evaluation is done on a remote server through CodaLab since the validation labels are not
publicly released.

4.3 Implementation Details

We base our implementation on XMem [7], a PyTorch based model, and replace its loss with the weakly-
supervised losses described in Sections 3.2.2-3.3. As a backbone, XMem uses two ResNets from which the
classification head and final convolutional stage have been discarded, producing frame features with stride
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16. The query encoder uses the more powerful ResNet-50, while the value encoder leverages a ResNet-18
backbone. Importantly, these ResNet models were pre-trained for classification on ImageNet, and never saw
any mask annotations.

Our loss function is implemented end-to-end on GPU, resulting in significant speed up during training in
comparison to previous methods [34] relying on CPU libraries for color-space conversion.

Training. Training was conducted on a dataset composed of 8% DAVIS 2016 and 92% YouTube VOS
2018, we converted the masks in to bounding boxes such that the models relies exclusively on bounding
boxes. All frames were also down-scaled to 480p via bi-cubic interpolation for improved loading speed. For
the training hypter-parameters we mainly follow the training settings of XMem. The dataloader sample 8
frames and resizes them to 384 × 384 images with their corresponding bounding boxes for each batch. To
maximize the information bounding boxes provide we do not apply the random cropping stage as XMem
does. We use a batch size of 8 for main training and train for 110k iterations. In the setting with static image
pre-training we follow [7] and deform an image into three different images, creating a pseudo-video. We
then train using a batch size of 16 for 150k iterations.

We adopted a linear warm-up period for 10k iterations for the pairwise and temporal losses, ensuring the
network initially emphasizes producing filled masks and then incrementally impose the losses that promotes
fine details, improving the stability of training. The optimization phase employed the AdamW optimizer [25]
with an initial learning rate of 1e-5, weight decay of 0.05, and after 80K iterations the learning rate is reduced
by a factor of 10. During the training phase the backbone weights are not frozen.

Main training takes approximately 2 days on a single NVIDIA RTX A6000 GPU utilizing approximately
40 GB VRAM. But we noticed improved performance using 2 GPUs with data parallelism. To run multiple
experiments concurrently we found it crucial to run on disjoint CPUs using taskset to not degrade training
speed.

4.4 Results

In this section, we present results of our approach in comparison to traditional fully-supervised training
methods and various other settings. We measure the supervision gap and and also do ablation study to
understand the components of our loss function both quantitatively and qualitatively. Furthermore, we
extend our method with additional data to assessing the potential of our approach when trained with other
more cost-effective forms of annotation.

4.4.1 Quantitative Results

To the best of our knowledge we are not aware of other models with identical setting. Hence we compare
to a verity of settings as seen in Table 4.1. In Table 4.1 we compare our method to state-of-the-art methods
across different settings on the validation sets of DAVIS 2017 and YouTubeVOS 2018. These two was
chosen since many other works did not report results on the 2016 and 2019 versions. Our method using only
bounding boxes and additonally the image masks are trained in the same way with the only difference being
that one is first pre-trained using masks. Furthermore, the results with bounding boxes initialization use the
exact same model as the one initialized by the masks.

To gauge the model’s practical performance we evaluate our model along with fully-supervised models on
the Long-term Video dataset as shown in Table 4.2. The model we used is identical to our model used in
Table 4.1.
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Table 4.1: State-of-the-art comparison on DAVIS and YouTubeVOS. M and B indicate whether the method
is mask initialized or box initialized respectively during test time. Methods that use video masks during
training is indicated in the “Uses video masks” column, note that for unsupervised methods, only raw
videos were used, while our method trains on video bounding boxes. ∗ indicates that image masks were
used during training.

Method Uses video
masks Init DAVIS 2017 val YoutubeVOS 2018 val

J&F J F FPS G Js Fs Ju Fu FPS

Fully-supervised:
STM [28] ✓ M 81.8 79.2 84.3 11.1 79.4 79.7 84.2 72.8 80.9 -
XMem [7] ✓ M 84.5 81.4 87.6 22.6 84.3 83.9 88.8 77.7 86.7 22.6

DeAOT [52] ✓ M 85.2 82.2 88.2 27.0 86.0 84.9 89.9 80.4 88.7 22.4
Unsupervised:

Colorization [38] ✗ M 33.7 34.6 32.7 - 38.9 43.1 38.6 36.6 37.4 -
MAST [18] ✗ M 65.5 63.3 67.6 5.1 64.2 63.9 64.9 60.3 67.7 -
CRW [14] ✗ M 67.6 64.5 70.6 7.3 68.7 67.4 69.1 65.1 73.2 -
LIIR [19] ✗ M 72.1 69.7 74.5 - 69.3 67.9 69.7 65.7 73.8 -

Ours ✗
M

73.8 71.6 76.1
22.6

71.7 74.8 77.8 63.0 71.1
22.6

✗∗ 79.0 76.5 81.6 77.7 77.5 81.6 71.5 80.2

SiamMask [40] ✓ B 56.4 64.3 58.5 35 52.8 62.2 45.1 58.2 47.7 35
ROVOS [42] ✓ B 63.6 61.0 66.2 1.2 - - - - - -
DMB [45] ✓ B 66.3 64.8 67.7 - - - - - - -
LWL [3] ✓ B 70.8 68.2 73.5 - 70.2 72.7 62.5 75.1 70.4

BoLTVOS [37] ✓ B 71.9 68.4 75.4 0.7 65.7 67.3 - 58.9 - 0.74
BTRA [22] ✓ B 72.5 68.8 76.2 8.1 70.4 72.9 - 60.7 - -

Ours ✗
B

67.4 65.1 69.7
22.6

65.1 69.2 70.1 57.1 64.1
22.6

✗∗ 72.2 68.9 74.5 70.3 71.3 73.1 64.3 72.6

Table 4.2: Comparison of our weakly-supervised method with fully-supervised state-of-the-art methods on
long-term videos [20]. Values for the previous methods are sourced from [7]. ∗ indicates that image masks
were used during training.

Method Uses video
masks

Long Video (1×) Long Video (3×)

J&F J F J&F J F

CFBI+ [50] ✓ 50.9 47.9 53.8 55.3 54.0 56.5
CFBI [49] ✓ 53.5 50.9 56.1 58.9 57.7 60.1
STM [28] ✓ 80.6 79.9 81.3 75.3 74.3 76.3
AOT [51] ✓ 84.3 83.2 85.4 81.2 79.6 82.8

AFB-URR [21] ✓ 83.7 82.9 84.5 83.8 82.9 84.6
STCN [8] ✓ 87.3 85.4 89.2 84.6 83.3 85.9
XMem [7] ✓ 89.8 88.0 91.6 90.0 88.2 91.8

Ours ✗ 78.2 77.3 79.2 77.7 76.2 79.3
✗∗ 84.0 83.0 85.0 84.8 83.8 85.9
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4.4.2 Ablation study

To understand the loss function we perform ablations to study how different compositions of the loss func-
tion affect the performance. In Table 4.3 the results of the ablation on the DAVIS datasets are reported while
in Table 4.4 we report the results on the YouTubeVOS datasets. Note that for every loss composition the
exact same model is used for evaluation across all the datasets. The hyper-parameters, except whether the
loss is activate or not, are all the same between the ablations. To further see the how the model perform with
more supervision, we train our model with access to full mask, given in the first frame, and where the rest
of the frames are bounding boxes. Allowing the sampled sequence to use any mask from YouTubeVOS and
DAVIS this simulates a larger training set. The results are shown in Tables 4.5 and 4.6.

Table 4.3: Results on DAVIS when training using bounding boxes. All four cases with different combina-
tions of projection, pairwise, and temporal loss use the same hyper-parameters. The maximum values are
seen in bold, and the second largest are underlined.

Loss function DAVIS 2016 val DAVIS 2017 val

Lproj Lpair Ltemp J&F J F J&F J F

✓ 76.4 78.2 74.5 69.9 68.0 71.7
✓ ✓ 77.1 77.8 76.4 69.8 68.0 71.6
✓ ✓ 81.7 80.5 82.9 74.0 71.0 76.9
✓ ✓ ✓ 81.9 82.0 81.8 73.8 71.6 76.1

Table 4.4: Results on YouTubeVOS with mask-initialization when training using bounding boxes only of
different combinations of projection, pairwise, and temporal loss.

Loss function YouTubeVOS 2018 val YouTubeVOS 2019 val

Lproj Lpair Ltemp G Js Fs Ju Fu G Js Fs Ju Fu

✓ 69.5 73.4 74.6 61.3 69.0 69.5 73.1 73.7 61.8 69.2
✓ ✓ 69.6 72.8 74.9 61.6 69.1 69.3 72.2 73.9 62.0 69.0
✓ ✓ 71.1 74.4 77.1 62.6 70.4 70.9 74.0 76.3 62.9 70.2
✓ ✓ ✓ 71.7 74.8 77.8 63.0 71.1 71.2 74.1 76.8 63.3 70.8

Table 4.5: Results when training using bounding boxes and first frame exact mask of different combinations
of projection, pairwise, and temporal loss. Here we allow the first frame mask to be any frame in each video.

Loss function YouTubeVOS 2018 val YouTubeVOS 2019 val

Lproj Lpair Ltemp G Js Fs Ju Fu G Js Fs Ju Fu

✓ 72.6 75.1 75.9 66.1 73.5 72.2 74.4 74.6 66.3 73.5
✓ ✓ 73.1 75.3 77.9 65.5 73.6 73.2 74.8 77.1 66.4 74.4
✓ ✓ 74.7 76.6 80.1 66.7 75.5 74.5 75.9 79.1 67.3 75.8
✓ ✓ ✓ 75.5 76.8 80.1 68.4 76.9 75.3 76.4 79.4 68.7 77.0
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Table 4.6: Results when training with first frame mask initialization and bounding boxes. All four cases
with different combinations of projection, pairwise, and temporal loss use the same hyper-parameters. We
allow the first frame mask to be any frame.

Loss function DAVIS 2016 val DAVIS 2017 val

Lproj Lpair Ltemp J&F J F J&F J F

✓ 74.1 73.9 74.2 69.3 67.5 71.2
✓ ✓ 77.2 76.4 78.0 71.6 69.5 73.7
✓ ✓ 83.3 81.1 85.5 73.1 70.2 75.9
✓ ✓ ✓ 85.1 83.6 86.6 76.3 73.4 79.3

4.4.3 Qualitative Results

To illustrate the performance visually and give a deeper understanding of the loss functions and how they
interact we evaluate our method qualitatively on DAVIS and YouTubeVOS. Figure 4.4 shows failure cases
where our method struggles to produce coherent and correct segmentation masks. Figure 4.2 illustrates how
different combinations of the losses work in a simpler scene with a relatively slow moving object captured by
a almost still camera. The scene contains two instances of the same camel where only one is to be tracked. A
more challenging scene is shown in Figure 4.3 where one object is imposed on the other, partially occluding
the other. The objects are fast moving but still of high quality without blur or defects.

Figure 4.2: Five randomly sampled frames from the DAVIS 2017 category camel showing single-object
segmentation with different losses. The first row uses only projection loss, second row uses projection and
pairwise loss, third row uses projection and temporal loss, and the last row uses all losses.
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Figure 4.3: Five randomly sampled frames from the DAVIS 2017 category horsejump-high containing
two objects. The first row uses only projection loss, second row uses projection and pairwise loss, third row
uses projection and temporal loss, and the last row uses all losses.

Figure 4.4: Failure cases: illustrating instance mix-up and holes in segmentation. From left: similar in-
stances close to each other. Middle: sudden light shift from leaving the shadow. Right: rapid motion of the
flag along with motion blur. Examples are taken from YouTubeVOS and DAVIS.
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Chapter 5

Discussion and Conclusion

In this section, we delve into the key findings, limitations, and potential implications of our proposed box-
supervised video object segmentation model. We highlight the model’s strengths, weaknesses and shed light
on areas that require further investigation. Our discussion encompasses both the practical implications of
the model’s performance and its broader contributions to the field of video object segmentation. We also
propose future research directions and possible extensions to our model.

5.1 Performance

Comparison with fully-supervised methods. In Table 4.1 we see how our weakly-supervised model with
mask-initialization scores 73.8% on J&F and 71.7% on G for the DAVIS 2017 and YouTubeVOS 2018
validation datasets respectively. While the fully-supervised methods score over 85% on these metrics across
the datasets resulting in a large supervision gap. A potential explanation for this is that since our model is
always trained in the box-initialization setting, the model may not learn to fully utilize the provided first
frame mask as effectively as the fully-supervised models that have been trained using mask-initialization.
Indicative of this theory, is the large gain in performance of our method when using the static-image pre-
training with full masks, gaining almost 6 points across both datasets resulting in a relative performance
of 90%, while the gain is a bit smaller in the box-initialization case. Although static-image pre-training
increase the annotation costs of our model, it still uses less costly annotations since image masks do not
require any object association between frames and is also of much smaller scale. Moreover, the lesser
gap in the box-initialization setting also supports this theory since our model performs more closely to the
fully-supervised model.

On the long-video dataset, see Figure 4.2, our model is more competitive outperforming the classical fully-
supervised model STM [28] on the Long Video (3×) dataset with our baseline method. Furthermore, using
the static-image pre-training version of our model, we outperforms some of the more recent fully-supervised
models such as AFB-URR [21] that is designed to handle long videos. Our performance here can largely be
explained by the good long-term memory inherited from XMem.

Comparison with box-initialized methods. In Table 4.1 we see how our method weakly-supervised box-
initialized model scores 67.4% on J&F and 65.1% on G on the DAVIS 2017 and YouTubeVOS 2018 val-
idation datasets respectively. While the highest scoring fully-supervised method BTRA [22] scores 72.5%
on J&F and 70.4% on G respectively. Given that our model only uses box-annotations this gap of around
5 points across both datasets is respectable. Having a relative performance of over 92% on both datasets.
Taking inference speed in to account, our model runs faster than most of the box-initialized models, being
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surpassed only by SiamMask [40] at 35 frames per second. However, our model significantly outperforms
it by more than 11 points on both datasets. The performance is expected of SiamMask, since it only uses
the first frame as reference, missing out on a lot of potential information our method has access to through
using all previous frames as reference.

A notable characteristic of our model is that we use the same identical model for both the box and mask-
initialized settings. Whereas other models that support multiple settings such as LWL [3], train an additional
box-to-mask network to initialize their model with a mask instead of a bounding box.

Comparison with unsupervised methods. Compared to the unsupervised methods we achieve better re-
sults as expected, since we have access to bounding boxes during training. Although some of the unsuper-
vised methods train on significantly larger datasets such as Kinetics [5] containing over 800 hours of video,
while our dataset is less than 6 hours, the results are the same. Additionally, the unsupervised models suffer
from low inference speed while some methods does not report any speed metrics.

Ablation results. In Table 4.3 and 4.4 we see the results of the ablations on DAVIS and YouTubeVOS
respectively. On the DAVIS 2016 validation a large gap between using solely the projection loss, and using
all three losses can be observed, demonstrating the additional supervision provided by the pairwise and
temporal loss. Notably, adding the pairwise loss has a less significant inpact in both the projection only case
and the temporal loss case. While the addition of the temporal loss have the greatest impact. It is somewhat
surprising that the pairwise loss has less impact on the results considering the large effect it had in the image
segmentation setting studied in BoxInst [34]. One reason for this may be that they considered that images
have more supervision opportunities rather than videos where individual frames can be blurry and of lower
quality. Figure 4.2 and 4.3 illustrates the ablation study visually, showing in the same order as the tables how
the segmentations improve as losses are added. Especially noticeable are the extremities which are clearly
improved when the pairwise and temporal loss is activate. For example in Figure 4.2 where the camel’s
non-convex legs are segmented almost perfectly, while blending together when using only the projection
loss.

In general the gaps are bigger on the DAVIS dataset which is expected since DAVIS is of better quality
resulting in a stronger supervision signal from the temporal and pairwise loss. At our threshold DAVIS
also provides more supervision as seen in Table 3.1. Another interesting observation is that projection loss
alone performs relatively well across all the datasets, improving as the dataset becomes more complex. We
hypothesize that this is a result from the powerful memory of our underlying model XMem.

The ablations in Tables 4.6 and 4.5 are very similar to the previous two Tables 4.3 and 4.4 but shifted up by a
constant. Although the setting is not as useful, given that video masks are used, it shows that the method has
potential to scale and that the loss functions are effective at higher levels, being able to provide additional
supervision to fill increasingly small details.

5.2 Limitations

A part of our method’s efficacy relies on the underlying assumption of continuous and temporal coherence
in colors as supervision is calculated pairwise between frame. It is important to note that these are not hard
assumptions, but are instead violated on a continuous scale reducing the supervision density. Some scenarios
that reduce supervision are abrupt object motions, occlusions and fluctuations in lighting conditions and can
be seen in Figure 4.4. When this occurs the supervision relies more on intra-frame losses, such as the
projection loss and pairwise loss.

Future work. There remain several promising directions for future research and enhancements to our
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model. The most obvious being further training on tracking datasets since we only require bounding boxes
during training. Furthermore, exploring how the temporal loss can be extended to use more frames, resulting
in more supervision in a computationally efficient way. Exploring even weaker types of annotations is also
interesting such as random points inside objects. Conducting a robustness analysis of the projection loss
would also be interesting to see the model’s sensitivity to annotation accuracy.

5.3 Conclusion

In conclusion, we have presented and validated our weakly-supervised video object segmentation model
that supports both box and mask-initialization against traditional fully-supervised methods and various other
configurations on datasets such as YouTubeVOS and DAVIS. The results we have obtained serve as a base-
line for future research within the domain of weakly supervised video object segmentation. Furthermore we
have both quantitatively and qualitatively showcased the affect that different combination of the loss func-
tions imparts, particularly in capturing fine details. We also delved into the practical aspects of our model,
demonstrating its efficacy across longer videos containing thousands of frames and also its segmentation
speed. Finally, we have explored the flexibility of our approach with image masks and more annotations.
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Appendix A

The First Appendix

Figure A.1: Examples of erroneous labels in the YouTubeVOS dataset. The left column shows correctly
filled masks while the middle and right columns show the examples of when the interior is missing.
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Figure A.2: Histogram of the fraction of bounding box covered by the precise mask. Evaluated on 1000
random videos from the YouTubeVOS training set.
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